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Abstract 

The term ‘preference imprecision’ seems to have different 

meanings to different people. In the literature, one can find 

references to a number of expressions. For example: 

vagueness, incompleteness, randomness, unsureness, 

indecisiveness and thick indifference curves. Some of these 

are theoretical constructs, some are empirical. The purpose 

of this paper is to survey the various different approaches 

and to try to link them together: to see if they are all 

addressed to the same issue, and to come to some 

conclusions. In the course of this survey, we report on 

evidence concerning the existence of preference 

imprecision, and its impact on theoretical and empirical 

work. 
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1.  Introduction 

It may seem odd, in a paper allegedly surveying economists' contributions on preference imprecision, 

to start by saying that it is not clear what is meant by it: different people have different perceptions 

and definitions. Yet, that is where we start: by looking at different interpretations provided by 

different strands of literature. Hopefully, by the end, precise definitions and interpretations will be 

clear. In addition, we hope to show the connections between them, where they exist. 

Let us begin by giving examples of the use of the word ‘imprecision’ when used in conjunction with 

the word ‘preferences’. Butler and Loomes (2007) write “Many individuals' choices and valuations 

involve a degree of uncertainty/imprecision”. Cubitt et al (2015) write, in a paper entitled On 

Preference Imprecision, that “Recent research invokes preference imprecision to explain violations 

of individual decision theory “and “[that there is] convincing evidence that individuals will often 

express imprecision in their preferences, when allowed to do so”. 

Take the quotation from Butler and Loomes. What do they mean by this? Choices presumably are just 

that – choices. People make a choice. What does it mean that the choice “involves a degree of 

uncertainty/imprecision”. One interpretation is that, if the person was asked to make exactly the same 

choice on another occasion, then that second choice might be different from the first choice. A second 

interpretation is that the person, when making the choice, feels uncertain as to what is the ‘correct’ 

choice (correct from the point of view of his or her preferences). The first interpretation is observable, 

the second is not – we cannot measure the uncertainty present in his or her choice (unless we have 

some sophisticated neuro-imaging technology and can use it to detect unsureness). The same is true 

of valuations – but much depends on how people are ‘allowed’ to express their choice or their 

valuation. This brings us to the second quote – that from Cubitt et al: what does “when allowed to do 

so” mean? 

This creates a conundrum for experimental economists – particularly those who believe in appropriate 

incentives. One technique that has been used is to ‘allow’ subjects, not only to choose some option A 

or some option B, but to choose a 50-50 mixture of the two (for example Cettolin and Riedl 2016). The 

problem with this is that it essentially elicits a preference for randomisation (though this, of course, 

could be driven by imprecise preferences). Other experimental economists (for example, Cubitt et al 

2015) have allowed subjects to state “I prefer A”, or “I prefer B” or “I am not sure”, but without 

implications for this latter statement. 

At this point, we should bring in theorists. Standard economic theory does not allow for choice 

correspondences that include ‘unsureness’ or ‘imprecision’, since the standard neoclassical 

assumption is that preferences are complete, and that people should either prefer A, or prefer B, or 

be indifferent between them. Of course, this latter provides a reason for subjects not to be sure which 
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they prefer, but the chances of it being the case are low, and it is experimentally difficult to detect 

indifference. One way to try to incorporate preference imprecision, therefore, is to drop the 

completeness axiom. An important discussion of doing this can be found in Aumann (1962). He shows 

that dropping the completeness axiom implies that  

“We still get a utility function u that satisfies the expected utility hypothesis … and u still 

"represents" the preference order …  but now in a weaker sense: as before, if x is preferred 

to y then u(x) > u(y), but the opposite implication is no longer true. … Furthermore, we no 

longer have uniqueness of the utility.” 

In an early but unpublished paper, MacCrimmon and Smith (1986) introduce the idea of equivalence 

intervals instead of the conventional precise certainty equivalent concept. The concept can be seen 

as a thick form of indifference meaning that individual is unable to state one of the values from the 

equivalence interval for a lottery confidently as the precise certainty equivalent of the lottery. Yet, the 

idea of thick indifference curves is problematic due to monotonicity, that is the ‘more is better’ 

assumption. 

Eliaz and Ok (2006) focus on the meaning of incompleteness from a revealed preference perspective, 

their central focus is to distinguish indifference from indecisiveness by merely observing choice sets 

of individuals and articulating imprecise choice correspondences using preference relations. 

Moreover, they show that such preferences can be represented by utility functions by using a weaker 

version of (rather than drop) one of the key axioms of revealed preference theory, namely the Weak 

Axiom of Revealed Preference, replacing it by a Weak Axiom of Revealed Non-Inferiority. As the 

authors say, “The resulting choice theory, thus, allows a ‘rational individual’ to remain indecisive at 

times.” 

Manzini and Mariotti (2004) similarly propose a theory, which they call Vague Expected Utility, in 

which preferences are not complete and decisions must be made by a lexicographic process. 

Essentially the theory proposes that preferences are clear if the alternatives A and B are ‘sufficiently 

far apart’, but if they are ‘close’ (and hence the individual cannot distinguish between them) some 

kind of heuristic is invoked to resolve the indecisiveness. 

This leaves us with a number of questions: 

1. Are preferences imprecise? How can we have proof that they are? 

2. Can we measure the degree of imprecision? 

3. Does decision theory help us to understand what imprecise preference might mean, where they 

come from, and how a decision-maker with such preferences might reach a single decision? 

4. What other stories provide a route to choice from imprecise preferences? 

5. Can preference imprecision explain some of the prominent anomalies of standard theory? 
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In the next five sections, we turn to possible answers. 

 

2.  Are preferences imprecise? How can we have proof that they are? 

There seems to be what one might call direct but unincentivised evidence, and also indirect evidence. 

The former comes from experiments in which subjects were allowed to state ‘I am not sure’, but in 

which there are no financial implications of so doing. If there were financial implications, for example 

saying ‘I am not sure’ leads to a random payoff, then indicating this implies a preference for 

randomisation (though, this, possibly, could result from imprecise preferences). Indirect evidence 

comes in a variety of forms, but mainly in the form of variability of choices. It is widely accepted that, 

in fitting preference functionals to experimental data, one needs to add in some kind of random 

element. This could take the form of a tremble (Harless and Camerer 1994), a Fechner error added to 

the utility difference (Hey and Orme 1994), or randomness added to one or more of the parameters 

of the preference functional (Loomes et al 2002). A tremble does not seem to be a sign of preference 

imprecision (more a matter of the decision-maker making a mistake), while a Fechner error and 

random preferences seem to be possible examples of preference imprecision (see Section 3 and 

Appendix A for a detailed discussion). 

   

2.1 Experimental Studies Related to Preference Imprecision 

We now examine experimental studies trying to find direct but unincentivised evidence of preference 

imprecision. These experiments mainly rely on subjects’ self-reporting. Self-reporting is often used in 

environmental valuation studies and in psychology; however, it is unconventional in experimental 

economics to use such an unincentivised method. This is an important principle of experimental 

economics: unlike psychology, intrinsic motivation is not seen as sufficient to elicit true preferences, 

since, it is not a costly action for subjects to lie about, for example, their offers (see Camerer and 

Hogarth (1999) for a detailed discussion), if there is no punishment for so doing. Butler and Loomes 

(2007, 2011) state their doubt that an incentive compatible mechanism can be devised for eliciting 

imprecise preferences—“at least, not in a form simple and transparent enough to work without 

creating additional uncertainty”. A skeptic may argue that subjects might not engage in enough effort 

to pin their preferences down to a more precise degree in the absence of suitable monetary incentives. 

Butler and Loomes (2007, 2011) address this argument by further investigating their subjects' 

"considerable and systematic responsiveness" to the characteristics of the decision problems in their 

experiment. The results of these experimental studies does not provide ultimate proof but they can 

be seen as suggestive evidence for further research1.   
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Section 2.2 summarises the elicitation methods used in the experimental studies, while Section 2.3 

reviews the main findings concerning the characteristics of preference imprecision — such as its 

prevalence, size and stability. 

 

2.2. Methods of Elicitation 

There are mainly three methods used in the literature:  

(1) a Response Table (Cohen et al, 1987; Cubitt et al, 2015) 

(2) an Iterative Process (Butler and Loomes, 2007, 2011; Dubourg et al, 1997, 1994) 

(3) a Buyer-Seller Uncertainty Mechanism (Bayrak and Kriström, 2016).  

In (1), subjects are asked to respond to a series of binary choices between a risky prospect and a sure 

amount by completing a response table similar to Table 1 below. 

Table 1. Example Response Table 

Sure 
 Amount 

I definitely prefer the 
sure amount 

Not sure I definitely prefer the risky 
prospect 

$0    

$1    

$2    

$3    
$4    
$5    
$6    

 

For the example in the table, the subject states that he or she prefers some specified risky prospect 

for the certain amounts 2 and below, whereas the certain amount is preferred for certain amounts 5 

and above. The subject’s imprecision interval corresponds to the values 3 and 4, for which the subject 

cannot confidently state a preference between the risky prospect and the sure amount2. More 

recently, Cubitt et al (2015) used the same form of the response table. One key difference between 

the two studies is the payoff rule. For values inside the imprecision interval, Cohen et al (1987) 

randomly determined which of the two options was picked. In contrast, Cubitt et al (2015) left the 

choice to the subjects by asking them to determine a switching point inside the imprecision interval; 

in fact, in this latter study there were no financial implications for the subjects of stating that they 

were 'not sure'. In the Cohen et al (1987) experiment, subjects were expressing a desire for 

randomisation3. 

Method (2) relies on an iterative process4: for example, Dubourg et al (1994) uses a numbered disk, 

which has a small window showing a single value at a time. For each value, subjects state their 

preference by choosing one of the three phrases: “definitely willing to pay”, “definitely not willing to 

pay”, or “not sure”. If the response is “definitely willing to pay”, the interviewer rotates the disk to 
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reveal a higher value through the window, whereas if the answer is “definitely not willing to pay”, the 

interviewer reveals a lower amount. The experiment continues until a maximum amount that the 

subject is definitely willing to pay is reached. The amounts for which the subject chooses the phrase 

“not sure” corresponds to the imprecision interval. 

Butler and Loomes (1988) also uses a type of iterative process5. For each two-outcome lottery in Table 

2, subjects answered a series of binary choice questions where the second option was a sure amount 

of money. If a subject chose the risky option, the sure amount is increased in the following question; 

on the other hand, if a subject chose the sure amount, the sure amount is decreased in the following 

question. Additionally, subjects were asked to use a cursor to state their confidence about their 

decision – that is their Strength of Preference (SoP). The cursor can be moved to 51 different positions, 

corresponding to feelings of confidence between “very confident” and “very unsure”. At the moment, 

the literature is not clear, and indeed mostly silent, about how to incorporate such SoP measures in a 

decision model. 

Table 2. Lotteries used by Butler and Loomes (1988) 

Lottery p1 x1 p2 x2 

A1 0.2 30 GBP 0.8 0 GBP 
A2 0.4 15 GBP 0.6 0 GBP 
A3 0.6 10 GBP 0.4 0 GBP 
A4 0.8 7.5 GBP 0.2 0 GBP 

 

Butler and Loomes (2007) elicits valuations for risky prospects using a similar method, which they call 

the incremental choice method. They focus on the preference reversal phenomenon by eliciting value 

and probability equivalents for a series of P-bets and $-bets. The procedure is very similar to the 

method described before with a small modification, they include four categories instead of three to 

describe the subjects’ confidence in their choice: “definitely preferring A”, “probably preferring A”, 

“probably preferring B” and “definitely preferring B”. 

Method (3) improves the incentive compatibility of the elicitation of preference imprecision in a 

Willingness-to-Pay (WTP) and Willingness-to-Accept (WTA) gap experiment, by using the “Buyer-Seller 

Uncertainty” (BSU) mechanism6. This is a modified version of the standard Becker-DeGroot-Marschak 

mechanism, modified so that subjects are free to state their subjective valuations for a good as either 

an interval or a precise amount. The crucial point is that a random mechanism assigns them as buyers 

or sellers after they have recorded their valuations. If they are designated as a buyer, then they buy if 

the randomly drawn market price is inside or below the stated range, if they are designated as a seller, 

then they sell if the market price is inside or above the stated range. Subjects are informed about 

these procedures at the beginning of the experiment. The objective of this experimental design is to 

identify those subjects who have precise and those who have imprecise preferences. 
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Under this mechanism, subjects with precise preferences are predicted to state precise valuations, 

whereas the ones with imprecise preferences are predicted to state a range of subjective valuations. 

Bayrak and Kriström assume that subjects with precise preferences belong to one of two groups: (1) 

those whose preferences comply with standard theory, so that their WTA equals their WTP; for these 

it is optimal to state a precise amount equal to their WTP and WTA; (2) those whose preferences do 

not comply with standard theory, that is their WTA is higher than their WTP;  for these subjects, their 

expected payoff is negative under this mechanism, and what they should do is to minimise their loss 

from the experiment (see the appendix in Bayrak and Kriström, 2016). They can either state a range 

which is between WTP and WTA or a single amount which is the average of these two measures. For 

example, if they state WTA as their valuation, there is a 0.5 probability of being assigned to a buyer 

role, and in that case they might end up buying the good at an undesirably high price (P): 

  .WTP P WTA  On the other hand, stating WTP is also not optimal for them because subjects might 

end up being a seller with a probability of 0.5, and hence give away the good for an undesirably low 

price. Thus, the optimal response for a subject is to state a precise valuation that is, the weighted 

average of his or her WTP and WTA, where the weights are the probabilities of being a buyer and a 

seller (0.5 for each since there is equal chance).  

Bayrak and Kriström assume that subjects with imprecise preferences are not able to articulate precise 

subjective valuations for goods; instead, they can come up with a range of valuations. The authors 

interpret a range of values as an equivalence interval or thick form of indifference, as in MacCrimmon 

and Smith (1986). Therefore, subjects with imprecise preferences are indifferent between the values 

in the range and the good. Bayrak and Kriström show that it is a weakly dominant strategy for these 

subjects to state their true range of subjective valuations. The flaw of this design is the following: (i) 

since it is a weakly dominant strategy for these subjects to state a range of values, some of them might 

state a precise value from their range. Therefore, subjects who state precise valuations might also 

include at least a part of the subjects with imprecise preferences (for details see the appendix in 

Bayrak and Kriström, 2016); (ii) similarly, subjects with precise preferences but having a WTA higher 

than their WTP might prefer to state a range of values, between WTP and WTA.  

So, (i) might cause experimenters to observe lower number of responses in range form than the 

unknown true amount, whereas (ii) might lead a higher number of range responses. 

 

2.3. Results from Experimental Studies 

This section summarises the results of the experimental studies employing one of the three elicitation 

methods described in Section 2.2. These results provide insights about the prevalence, the size and 

the stability of the imprecision.  
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More than half of the subjects in the experiments exhibit imprecision by stating a range of valuations. 

Cohen et al (1987) is one of the early studies that used the response table method. They observed 

that 10% of the subjects exhibit imprecision. On the other hand, Cubit et al (2015) found that 87% of 

the subjects exhibit imprecision somewhere. Bayrak and Kriström (2016) found that more than half of 

the subjects prefer to state their valuations as intervals when they are allowed to, in line with studies 

such as Håkansson (2008), Banerjee, and Shogren (2014). 

Interestingly the results suggest a positive relationship between the size of the imprecision range and 

the dispersion of the lotteries. Butler and Loomes (1988) used an iterative elicitation procedure and 

elicited the certainty equivalents of the four lotteries in Table 2: They find that going from A1 to A4, 

as the dispersion of the lotteries decreases, the size of the imprecision range also decreases. More 

recently, Cubitt et al (2015) found support for the positive relationship between the size of the 

imprecision range and the lottery’s distance from certainty, which can be seen as analogous to 

dispersion. This result is intuitively appealing since stating a certainty equivalent for a degenerate 

lottery is straightforward, but articulating preferences for risky prospects in a precise way is relatively 

difficult. In addition to distance from certainty, Butler and Loomes (2007, 2011) and Cubitt et al (2015) 

found that the imprecision range is approximately a constant proportion of the difference between 

the worst and the best outcome (around 25-27%).   

However, there seems to be a persistent part of the imprecision that does not decay with repetition. 

It is reasonable to argue that imprecision might be a transient phenomenon and might decrease as 

level of deliberation increase as subjects gain experience. Cubitt et al (2015) provided tests for the 

stability of the imprecision, that is, whether the size of the intervals changes with repetition or not; if 

imprecision is merely a result of errors or unfamiliarity with the experimental mechanism, one should 

expect it to disappear with repetition and experience. They find no evidence for the imprecision 

declining with repetition. Their analysis supports the idea that imprecision is stable and not 

temporary; instead, it seems to be an inherent part of the preferences. 

 

3. Can we measure the degree of imprecision? 

If decision-makers have a constant-absolute-risk-averse or a constant-relative-risk-averse utility 

function, we can define a single measure of risk aversion. It would be useful if we could do the same 

for a measure of preference imprecision. However, as with the measure of absolute risk aversion, or 

the measure of relative risk aversion, the measure would rely on the story that is being told, the 

restrictions on the preference functional, and possibly on the problem to which it was applied. Some 

approaches, as we will see, might provide a single measure. Other approaches provide multiple 

measures. 
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One clear indirect (but not incentivised) measure can be obtained from those experiments who add 

an additional column (‘I am not sure’) to the standard Holt-Laury price list. One can simply count the 

number of times that a subject ticks the ‘I am not sure’ column. This, as has been shown by Cubitt et 

al (2015) and Butler and Loomes (2007), is not constant but varies across price lists (in an apparently 

systematic way). 

More direct (though clearly not indisputable) measures concern the magnitude of the noise of the 

stochastic term incorporated when estimating preference functionals, though it would seem that one 

cannot use the magnitude of the tremble in Harless and Camerer (1994) since this seems to be an 

indicator of error not preference imprecision. One could use the standard deviation of the Fechner 

error in the strong utility model (used by Hey and Orme (1994) amongst others), or the standard 

deviation(s) of the preference parameter(s) in the random preference story. For these (assuming a 

homoscedastic Fechner error or a homoscedastic parameter distribution) one can come up with a 

single number, which will vary across individuals.  

Theories come up with other possible measures. The Aumann (1962) approach would suggest 

measuring the degree of incompleteness of the preference ordering, as would Eliaz and Ok (2006). 

However, these are, unfortunately, difficult things to measure. The Manzini and Mariotti (2004) might 

be simpler – one could parameterise and estimate the parameters of their ‘vagueness function’. This 

we discuss in Section 4. 

 

4. Does decision theory help us understand what imprecise preferences might mean, where 

they come from, and how a decision-maker with such preferences might reach a single 

decision? 

This section assumes that a DM with imprecise preferences has, necessarily, difficulties in choosing a 

single item from some choice menu. He or she might think of first deciding on a choice set from the 

menu, and then choosing a single item from this choice set. If we could observe the choice set, we 

could then begin to understand the nature of his or her imprecision, and, for example, understand 

whether it is really imprecision or simply indifference. This might also help us to answer how we might 

represent such preferences. 

If DMs with imprecise preferences do proceed as discussed above, we need to understand how a DM 

forms his or her non-singular choice set. For example, how does he or she come up with the 

imprecision range (a non-singular choice set) elicited in the experimental studies as in Cubitt et al 

(2015). We now see how decision theory might help us answer these questions. 

Studies that might provide answers are from a literature expressing doubt on the necessity of 

completeness axiom for defining rationality, such as Eliaz and Ok (2006) and Mandler (2005)7. From 
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an empirical perspective, the completeness axiom simply means that individuals are not allowed to 

say “I am not sure” and “I cannot make a decision”. Yet, there might be some decision problems for 

which the DM might find it difficult to make a precise judgement and find the options incomparable. 

Readers should note that although these studies do not use the word imprecision explicitly, they use 

indecisiveness, which essentially refers to identical choice correspondences that can be inferred from 

DMs’ statements such as “I am not sure” or “I cannot make a decision”. Thus, for the rest of the paper 

we refer to indecisiveness and imprecision implying identical choice correspondences which implies 

that DM finds the options difficult to compare. In such correspondences, choice sets include all these 

options for which individual feels indecisive or unsure. 

Of course, choice sets might include more than one element in the case of indifference as well. 

Conventionally indifference is defined as both x y and y x are true. Incomparability 

correspondences are defined by neither x y  nor y x being true. 

Eliaz and Ok (2006), from a revealed preference perspective, propose a solution to the problem of 

distinguishing indifference from incomparability. Let us quote8 from Eliaz and Ok (2006) on page 67, 

where they suppose that the  

“choice correspondence …  satisfies: 

c{x,y} = (x,y), c{x, z} = (x, z), c{y, z} = (y) and c{x, y, z} = (x,y)” 

They remark that: 

“It is readily checked here that both (x, y) and (x, z) are […] incomparable pairs, while (y,z) 

is not.”  

It will be noted that first and last of these include both x and y. This can be either because the DM is 

indifferent between x and y or finds them incomparable. The check for x and y incomparability is done 

by noting that, if we take x out of the choice set (x,z) from the choice menu {x,z} we get left with z, 

while, if we take y out of the choice set (y) from the choice menu {y,z} we get left with nothing. The 

intuition is as follows: in order to find out whether the DM is indifferent between x and y, we need 

choice set data from two other menus: (i) one menu should include x and some good(s) z, and the 

other should include y and the same other good(s) z. Their criterion suggests that if the individual is 

indifferent between x and y, the role of x in the choice set of the first menu should be the same as the 

role of y in the second; otherwise as in the example above, we say x and y are incomparable. A similar 

check can be done for x and z incomparability. The basic issue here is that the DM does not have 

complete preferences over x, y and z. 

A natural question arises in decision theory: can we represent such preferences with a preference 

function? Eliaz and Ok (2006) solves the representation problem by replacing the Weak Axiom of 
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Revealed Preferences (WARP) with a Weak Axiom of Revealed Non-Inferiority (WARNI) and show that 

WARNI is sufficient for a choice correspondence to be rationalized by unique regular preference9. 

The contribution of Eliaz and Ok (2006) is ingenious and theoretically important, yet it is difficult to 

see how it could be implemented experimentally in an incentive compatible way (as discussed in 

Section 2), as the experimenter would have to infer the choice set from the choice, or observe the 

choice set.  If the latter is not observable, how can the experimenter determine whether the individual 

is ‘tossing up’ between several options – except possibly by repeating the question several times? 

Even then, different choices on different repetitions might result from indifference, or from 

randomness unconnected with imprecision. Unfortunately, experimental economists seem currently 

unable to devise an incentive compatible way of eliciting the underlying choice set10. 

Another solution provided in the literature, but again one that relies on the observability of choice 

sets, is to make a distinction between psychological and revealed preferences: the former implies 

individuals' judgements about their utility, the latter is determined by their choice behaviour. Mandler 

(2005) suggests psychological preferences may not be complete, yet revealed preferences are. This 

argument is in line with Sen (1997) who writes 

“A chooser, who may have to balance conflicting considerations to arrive at a reflected 

judgement, may not, in many cases, be able to converge on a complete ordering when 

the point of decision comes. If there is no escape from choosing, a choice decision will 

have to be made even with incompleteness in ranking.” 

Mandler's focus is on sequential choice. He extends choice functions and allow current choices to 

depend on prior choice sets and decisions. He shows that transitive but incomplete psychological 

preferences can lead to intransitive but rational revealed preferences in which dominated options are 

never chosen. One way to relate this idea to the experiments reviewed in Section 2 is perhaps by 

viewing stated imprecision for a choice between a lottery and a series of sure amounts of money as 

shown in Table 1: in that example, the subject's imprecision on the 4th and 5th rows can be seen as a 

reflection of underlying psychological preferences. On the other hand, in Cubitt et al (2015) subjects 

had to refine their choice further by selecting a single line from their unsureness interval. This single 

line can be seen as revealed preference in Mandler's terminology11.  

How might DMs with imprecise preferences reach a single decision? We start with two models that 

assume that the individual acts according to the standard view of preferences, if there is a sufficient 

level of utility difference between the options, and otherwise employs some heuristic or rule of 

thumb. Rubinstein (1988) proposed a stepwise model for decision-making based on the similarity 

relation between outcomes and probabilities of risky prospects. A similarity relation is defined in a 

similar way to semi-orders in Luce (1956): we say a and b (denoted by a b ) are similar if:  
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    if 1a b a b   (1) 

where 1.  Let S and R be lotteries giving s and r with a probabilities p and q, respectively, and zero 

otherwise. Rubinstein’s model is summarised with the following two stages: 

Stage 1: The DM compares the outcomes and probabilities of the two options, if both s r and p r

then DM chooses S. If step one is not decisive, DM proceeds to the second stage.  

Stage 2: DM decides according to the non-similar elements of the pair. If the outcomes are similar, 

then decides according to the probabilities and vice versa.  

However, Rubinstein does not tell us what happens next if the second stage is also not decisive.  

Vague Expected Utility Theory (VEUT) proposed by Manzini and Mariotti (2004) suggests an answer to 

how DMs with imprecise preferences might reach a single decision12. The first departure of VEUT from 

Rubinstein's model is by focusing on similarity between risky prospects rather than between the 

elements of risky prospects. VEUT proposes a primary and secondary criterion for decision-making. 

The primary criterion is used when there is a sufficient difference between expected utilities. We say: 

 




 

 

 if ( ) ( ) ( , )

 if ( ) ( ) ( , )

R S EU R EU S S R

S R EU R EU S S R
  (2) 

where( , )S R  is a ‘vagueness function’, which, in the simplest version of VEUT, is assumed to be 

constant over all lottery pairs, that is, ( , )S R for all lottery pairs. The above condition gives us a 

partial order:  

     ( ) ( , ) ( ) ( ) ( , )EU S S R EU R EU S S R , (3) 

VEUT assumes that the DM employs a secondary criterion to reach a complete and precise judgement. 

This secondary criterion looks either at outcomes or at probabilities.  

VEUT can also provide insights about how subjects in experiments, where unsureness intervals are 

elicited, construct their subjective ranges. To illustrate, let R be the lottery paired with a series of 

degenerate lotteries in an experiment similar to the ones discussed in Section 2. In such an 

experiment, using the lower and upper bound of the unsureness interval for a lottery R corresponds 

to certainty equivalents of ( ) ( , )EU R S R  and ( ) ( , )EU R S R , respectively. In other words, according 

to VEUT, the size of the imprecision range depends on the vagueness function and the characteristics 

of the pair. 

The final model that we discuss is Imprecise Expected Utility Theory (IEUT) of Bayrak and Hey (2017). 

This assumes that the imprecision arises from the vagueness in individuals’ perception of the 

numerical objective probabilities. The support for this assumption comes from the psychophysics 

literature (see Budescu et al, 1988; Budescu and Wallsten, 1990; Wallsten et al, 1986 and Bisantz et 

al, 2005; Wallsten and Budescu, 1995; Zimmer, 1984).  
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IEUT is at the moment applicable only for two-outcome lotteries:  1 2: , ;L x p x , where x1 and x2 denote 

monetary payoffs ( 1 2x x ) and p is the probability of winning x1. The probability is perceived as an 

interval:      ( , ), ( , )p p p p  where  ( , )p is a function of the objective probability p and the 

individual’s subjective sophistication level  . The sophistication level is dependent on the individual’s 

familiarity and knowledge with uncertainty. Therefore, imprecision is higher for a less sophisticated 

individual. Further, the imprecision level is minimum for probabilities 0 and 1, and reaches its highest 

level when the probability is 0.5. This assumption is in line with findings summarised in Section 2.3; 

suggesting that imprecision increases with the dispersion of a lottery.  

Using the imprecise judgement of the probabilities, the DM calculates a range of expected utilities for 

the lottery: 

          1 2( ) [ ( , )] ( ) [1 ( , )] ( )LEU L p p u x p p u x   (4) 

          1 2( ) [ ( , )] ( ) [1 ( , )] ( )UEU L p p u x p p u x   (5) 

where EUL and EUU are the lower and the upper bounds of the expected utility range. To reach a final 

decision, IEUT assumes that the DM calculates a precise value by taking a weighted average of the 

lower and upper bounds, the weights depending on the DM’s pessimism level.  

 

5. What other stories provide a route to choice from imprecise preferences? 

These are essentially stochastic stories, in which observed behaviour is viewed as a stochastic 

departure from the prediction of a deterministic model. The primary motivation for this specification 

is not to explain the range of certainty equivalents observed in the experiments reviewed in Section 

2, but to provide an explanation for choice variability observed in experimental studies13, though this 

specification does shed some light on the formation of intervals. However, building a connection 

between preference imprecision and stochastic models is not a straightforward task. One possibility 

is that stated imprecision in experiments might be a reflection of anticipated noise in preferences (see, 

for example, Loomes (2005)). In other words, subjects might be aware of their potential choice 

variability, and state a range of valuations to express the variability.  

Several ways of adding a stochastic component to a deterministic model have been proposed. A 

detailed review of these models can be found in Appendix A. Adding a stochastic component to a 

deterministic model also enables an econometric implementation of such models and opens up a 

method for comparing their goodness-of-fit. Such studies mainly but not exclusively14 use pairwise 

choice data (either embedded in Holt-Laury price lists or independently listed) and employ maximum 

likelihood estimation to fit and compare deterministic preference functionals (for example Expected 

Utility Theory, Rank Dependent Expected Utility Theory) embedded in a stochastic model. Comparison 

is done by using likelihood ratio tests for nested models and Vuong likelihood ratio tests for non-
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nested models (Vuong, 1989). Table B1 in the online Appendix B lists the datasets employed in these 

studies. Table B2, also in the online Appendix B, is a snapshot of the literature, showing the 

deterministic and stochastic models estimated in each study. Early studies focused on finding the best 

deterministic model, so they focused on a single error story. As the table shows, recently the literature 

has turned its attention to comparing stochastic models combined with, for example, EUT and RDUT.   

Early works in the literature employed a tremble15 or a homoscedastic strong utility model to compare 

deterministic models (Hey and Orme, 1994; Harless and Camerer, 1994)16. These studies were 

stimulated by the development of a large number of non-expected utility theories. Hey (1995) claimed 

that fit of EUT can be further improved when coupled with heteroscedastic stochastic specifications 

compared to non-EUT models coupled with homoscedastic errors. Buschena and Zilberman (2000) 

comprehensively investigates and confirms Hey’s conjecture. They found that when all models are 

embedded in homoscedastic formulation, EU is inferior to other models. Yet, when all deterministic 

models are embedded in a heteroscedastic formulation, non-EUT models do not perform significantly 

better than EUT. In addition, heteroscedastic error specifications of models significantly outperform 

the homoscedastic versions in terms of fit to data. This suggests that imprecision is not constant across 

problems. 

Loomes et al (2002) is the first study making a distinction between errors and imprecision. The former, 

according to Loomes et al (2002), is possibly a temporary phenomenon. It might diminish as subjects 

gain experience. For example, calculation mistakes, making the wrong choice by a slip of hand, 

resulting from limited cognitive capabilities, inattentiveness to the experiment, misunderstanding 

experimental procedures.  However, imprecision seems to be an inherent part of preferences: it is the 

inability to articulate one’s own preferences precisely. Loomes et al (2002) added trembles to the 

strong utility model and to the Random Preference Model (RPM), focusing on EUT and RDUT. Here, 

trembles are for the temporary mistakes, and either strong utility or RPM is for the inherent 

imprecision. Results show that trembles disappear as subjects gain experience that is, towards the 

completion of 90 choice questions, but noise incorporated by secondary models remains relatively 

stable. 

The online Appendix B presents details of studies examining stochastic choice behaviour. Some of 

these shed light on preference imprecision. 

 

6. Can preference imprecision explain some of the prominent anomalies of standard theory? 

The two prominent anomalies are the valuation gap and preference reversals.  

Morrison (1998) focused on the valuation gap. Three responses for each WTA or WTP question were 

elicited: a lower bound, an upper bound, and the subject’s “best estimate”. Morrison tested for a 
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significant overlap between ranges for WTA and WTP. The results reject imprecision as an explanation 

for the valuation gap, because the lower bound of WTA is significantly higher than the upper bound 

of WTP. Similarly, Dubourg et al (1994) elicits WTP and WTA values for changes in risk of non-fatal 

road injuries using an iterative process. Results show that individuals exhibit a significant amount of 

imprecision, but this imprecision alone is not sufficient to explain the observed disparity between WTA 

and WTP. 

In contrast to these studies, Bayrak and Kriström (2016), using the BSU mechanism (Section 2.2), 

provides evidence in support of the imprecision account of the valuation gap: individuals cannot 

intrinsically determine a precise subjective valuation for a good but a range. When they are compelled 

to state a precise point they state the lower (upper) bound of the range in a buying (selling) task.  In a 

between-subject design the authors compare the responses elicited using the BSU mechanism with 

the WTA and WTP values elicited using the conventional method. Results suggest that the WTP elicited 

using the conventional method and the lower bound of the offers in the BSU group come from 

identical distributions. Similarly, the WTA elicited in the conventional manner and the upper bound of 

the BSU group come from identical distributions. 

As far as preference reversals are concerned, there have been many experimental investigations, one 

of the earliest being Butler and Loomes (2007). They used an iterative mechanism similar to that in 

Loomes (1988)17. The theoretical background to their study is based on an unpublished but influential 

paper by MacCrimmon and Smith (1986). This conjectured that individuals might have interval values 

rather than precise amounts for risky prospects, and claims that the preference reversal phenomenon 

can be explained by $-bets having a wider interval than P-bets. Butler and Loomes (2007) found that 

the imprecision argument can be seen as one of the explanations of preference reversals, since value 

intervals elicited for the $-bet are significantly larger than those for the P-bet and more importantly 

they overlap. However, further investigation by Butler and Loomes (2007) shows a puzzling finding: 

although subjects exhibit greater imprecision for $-bets in pricing tasks, they exhibit greater 

imprecision for P-bets (see Butler et al (2012) for a detailed discussion). 

 

7. Summary 

This section summarises what we have discussed during this paper. We start with evidence on 

preference imprecision. 

There are two sources of data for preference imprecision: direct and indirect evidence. Direct evidence 

comes from experimental studies that rely on self-reported unsureness in binary choice experiments. 

These studies allow subjects to state “I’m not sure” while their preferences are being elicited. The 

main problem of these experimental studies is that appropriate incentives are not (cannot be?) 
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provided for the reporting of imprecision. Indirect evidence comes mainly from studies that fit 

deterministic functionals coupled with a random element to account for noise, such as random utility 

or random preference models. However, not all kinds of noise can be interpreted as imprecision; for 

example, the tremble story seems to be a more appropriate story to represent the mistakes that 

subjects might make when taking decisions. 

One can measure the degree of imprecision in experimental studies by counting the statements of “I 

am not sure”.  For the indirect studies, we can look at the standard deviation of the error term such 

as in the strong utility model. 

We then examined theoretical studies, particularly those focussing on: (1) ways to represent imprecise 

preferences; (2) functionals that can explain the formation of imprecision ranges elicited in 

experimental studies; and (3) theories focussing on how individuals reach a precise decision when 

they have imprecise preferences. Starting from the representation problem, we see that imprecise 

preferences imply preference incompleteness since complete preferences do not allow individuals to 

state “I’m not sure” for any choice problem (unless they are indifferent). Accordingly, we looked at a 

strand of literature that argues that the completeness axiom is not a necessary element for rationality. 

There are two ways of representing such preferences, while making a distinction between indifference 

and imprecision. The first is to employ an ‘axiom of revealed non-inferiority’ instead of the weak axiom 

of revealed preference. A second way is to make a distinction between psychological and revealed 

preferences. The former can be incomplete, while the latter is always complete, because real life 

situations usually compels decision-makers to make a precise decision.  

We then focused on studies explaining how imprecision intervals are formed. VEUT connects the 

formation of imprecision intervals to a vagueness function which gives the least perceivable utility 

difference that an individual need to see to reach a precise judgement between two goods. IEUT 

proposes that preference imprecision arises from individuals’ imprecise judgements about the 

probabilities of outcomes.  

The final issue is modelling how individuals with imprecise preferences reach a precise decision when 

they are compelled to do so. VEUT suggests individuals use a type of lexicographic heuristic whereas 

IEUT assumes that they calculate the weighted average of the imprecision bounds. The weights in IEUT 

are a function of optimism.  

In addition to these deterministic stories, there are also stochastic models that imply an indirect 

relationship between models and preference imprecision. It is indirect because stochastic models talk 

about errors and noise not about imprecision. However, it is possible to establish a link if we view the 

imprecision range elicited in a single setting as a collection of errors that a subject will exhibit in a 

repeated setting. In other words, subjects might be aware of their potential choice variability, and 
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state a range of valuations to express the variability. For example, the distribution of a risk aversion 

parameter used in RPM might be linked to an imprecision range. 

Finally, we focused on the possibility of preference imprecision explaining the prominent anomalies 

of standard theory, such as the valuation gap and preference reversals. For the former, the evidence 

is mixed and scarce, yet for the latter there is evidence for the argument that preference imprecision 

might be an explanation for preference reversals. 

 

8. Conclusion 

The term ‘imprecise preferences’, when used in economics, appears to be differently interpreted by 

different writers. Appropriately, then, there does not appear to be a widely accepted precise 

definition. This survey tries to give an overview of the various interpretations, and the relationships, 

if any, between them. It starts with various examples of the use of the expression in the literature, 

and evidence for its existence. If it exists (which some in the neoclassical mainstream might not admit) 

it is obviously useful to measure its extent, and to see if it is small (and hence not of concern to the 

mainstream) or it is large. We report on ways of measuring it. We then examine the work of those 

theorists who admit its existence and want to find ways of modelling it in a formal way (while not 

departing too far from the mainstream) and exploring the implications. Empiricists are also concerned 

about preference imprecision, and its implications for decision-making, so we examine ways that they 

have tried to model and incorporate imprecision into their empirical studies. Finally, we examine 

whether preference imprecision might tell us something about well-known violations of the accepted 

wisdom. We conclude that preference imprecision does exist and is important. 
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Appendix A: Stochastic Models 

We need to distinguish between three different kinds of stochastic models: Tremble Models, Random 

Utility Models and Random Preference Models. As we have noted before, the first of these – being 

related to trembles – cannot be really thought of as related to preference imprecision. However the 

second and third can be: if utility is random, then it would seem that preference must be random; 

similarly if a preference parameter is random; though we should note that not all would agree that 

randomness is the same as imprecision. If, however, one is allowed to make this judgement, then the 

precision of the stochastic term in these models is an indicator of the precision of the preferences. 

Tremble Models were the earliest to be proposed (Harless and Camerer, 1994), and simply posit that 

there is a correct decision, but, in implementing it, the DM ‘trembles’ and probabilistically makes the 

wrong decision(s). This model is rather simplistic and is now rarely used in isolation, though it is 

frequently used in combination with one of the other models (when they, in isolation, are unable to 

explain behaviour18). 

Random Utility Models (RUM) are the most frequently used. They posit that the randomness enters 

through the utility component of the preference functional. In the simplest earliest formulations, the 

noise was a simple, zero mean, constant variance, additive term to the utility, but recent variants 

introduce heteroscedasticity and other embellishments. A problem with many RUMs is that 

dominance is not necessarily respected. 

Random Preference Models (RPM), which do not allow dominance to be violated, are perhaps more 

acceptable to theorists19. They introduce the randomness through the parameter(s) of the preference 

functional. This the seventh model we describe below; the first six are Random Utility models. 

Throughout the rest of this section, we focus20 on binary choice problems between two lotteries S and

R . (.)V denotes the subjective value calculated according to a deterministic model such as EUT. 

Therefore, ( ) ( )V S V R  denotes the difference between the two lotteries; we will call this the V-

distance. Usually it is assumed that the noise is centered around zero (so there is no bias) and is 

symmetrical, so, if F(.) denotes the cdf of the noise, then (0) 0.5F  and   ( ) 1 ( )F x F x . In most (but 

not all) stochastic models there is a precision/scale parameter; let us denote this by λ; the larger is 

this precision parameter, the lower is the variance of noise. 

1. The homoscedastic strong utility model 

 

      [ ( )]P S R F V S V R   (6) 

This, as its name implies, is homoscedastic; all the remaining RUM models are heteroscedastic. 
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2. The contextual utility model (CU) 

 The difference between this model and the homoscedastic strong utility model is the denominator: 

  
   

   

 
  
 
 

max min

V S V R
P S R F

V z V z
  (7) 

Here max( )V z  and min( )V z are the values of the highest and lowest monetary outcomes in the lottery 

pair S and R . This formulation implies that the standard deviation of noise is proportional to the range 

of outcome utilities in a pair (Wilcox, 2011). Contextual utility reduces to homoscedastic strong utility 

if all lottery pairs have the same range.  

3. The strong utility model with heteroscedastic and truncated errors (THes) 

Blavatskyy (2007) introduced this error specification by first applying it to EUT and naming this 

‘stochastic expected utility theory’ (StEUT, hereafter). The truncation is done in a way to ensure that 

the StEUT value of a lottery is between the utility of the lowest and the utility of the highest outcomes 

– in order to rule out transparent errors, such as valuing a risky prospect less (more) than its lowest 

(highest) outcome. Another departure from strong utility is that StEUT attaches an error term to the 

expected utility of each lottery, instead of attaching it to the difference between the expected utilities 

of the two lotteries.  

Unlike EUT, StEUT explains the fourfold pattern of risk attitudes, that is, risk seeking for unlikely gains 

or probable losses and risk averse behavior for probable gains and unlikely losses. Intuitively, a StEUT 

person is more likely to overvalue a lottery with an expected utility closer to its lower bound, and vice 

versa. Blavaskyy's approach is important because literature traditionally has been trying to 

incorporate the anomalies of EUT by developing deterministic models. StEUT, on the other hand, tries 

to explain these anomalies by incorporating a stochastic component within EUT.  

4. Blavatskyy's "Model 1" (M1) 

In this model, the probability of S being chosen over R can be written as: 

  
   

       



 

    


           

U S U S R
P S R

U S U S R U R U S R
  (8) 

where (.)U is the von Neumann-Morgenstern EU function, is a non-decreasing function with (0) 0  

and S R is the greatest lower bound, defined as a lottery which is dominated by both lotteries in the 

pair and there exists no other lottery which is dominated by the pair and dominates S R . Notice that, 

when S stochastically dominates R , then  S R R , and   [ ( ) ( )] 0U R U S R , so the probability of 

choosing S over R equals 1; dominance is respected. 

This formulation looks similar to a model that Luce developed. This is called the ‘Luce Model’ in 

McKelvey and Palfrey (1995) and Camerer and Ho (1999): 
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  
 

   
 

 


   

   
 

         

, where x
V S

P S R x e
V S V R

  (9) 

Model 1 uses deterministic values of lotteries ( (.))V with respect to a ‘reference lottery’ that is, the 

greatest lower bound of the pair, S R . The Luce Model is a special case putting ( ) xx e  . 

5. Stronger utility model (Ser) 

This model is a modified version of the strong utility model designed to respect dominance. To 

accomplish that, Blavatsky (2014) first defines two options such as the least upper bound ( )S R and 

the greatest upper bound ( )S R using the characteristics of the pair that it is composed of safe ( )S and 

risky ( )R lotteries. S R  stochastically dominates both lotteries but is itself dominated by options 

which dominate both lotteries. Similarly, S R is stochastically dominated by both lotteries, but it 

dominates every other lottery which are dominated by both options.  

The probability of choosing S over R can be written as: 

  
 

  
   

( ) ( )

( ) ( )

V S V R
P S R H

V S R V S R
  (10) 

where  :[ , ] [0,1]H s s  is the cumulative distribution function of the error. For the H in equation, 

Blavatsky (2010) suggests using the cumulative distribution function of the raised cosine distribution 

after trying seven other forms (See Blavatsky, 2014, p. 270). This has interesting implications: 

    
 




  
 

    
          

   
  

0,

1 1
1 sin , ,

2

1,

x s

x x
H x x s s

s s

x s

  (11) 

where     [ ( ) ( )] [ ( ) ( )]x V S V R V S R V S R and  0.s The distribution is assumed to be symmetric 

around 0 (i.e.   0 ), thus the distribution function is bounded on the interval of [ , ].s s   

6. Decision Field Theory (DFT) and Boundedly Rational Expected Utility Theory (BREUT)  

These models focus on the decision process by taking into account the limited attention and cognitive 

capabilities of DMs. These models are known as accumulator or sequential-sampling frameworks (for 

reviews, see Ratcliff and Smith, 2004; Otter et al, 2008). For example, DFT developed by Busemeyer 

and Townsend (1993) describes the decision process for a pair of lotteries with following elements:  

i. DFT uses attention weights instead of objective probabilities. During the decision process, 

attention weights vary like a random walk as a function of objective probabilities.  

ii. Using attention weights, the DM calculates several V-distances during the process, and 

accumulates them according to some rule. For example, Busemeyer and Townsend 

assume that the DM puts more weight on the current V-distance than previous ones.  
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iii. The process of deliberation is terminated once the accumulated V-distance crosses a 

threshold. 

A simplified version of DFT following Rieskamp (2008) is 

  
   


 

  
   

 distance

2
V

V S V R
P S R F   (12) 

Here the choice probability is a decreasing function of the standard deviation of the V-distance

       2 2
distance ,( 2 )V R S R S . The smaller the variance of V-distance, the easier it is to make a 

judgement between the two lotteries. The covariance part implies that noise decreases with the 

similarity between the options, which is reminiscent of the wandering vector model and some 

heteroscedastic strong utility models. The decision threshold parameter,  can be seen to be identical 

to the precision parameter, λ. Thus, the threshold parameter has identical implications: the higher the 

threshold, the lower the standard deviation of the noise. This implies that the DM behaves closer to 

the predictions of a deterministic model embedded in a stochastic structure. Busemeyer and Towsend 

(1993) formulates the decision threshold as V-distance
*   .  

BREUT developed by Navarro-Martinez et al (2017) is similar in spirit to DFT, but has differences. First, 

BREUT assumes fluctuations in the subjective values of outcomes rather than in the probabilities. 

Second, in BREUT, the differences in the CEs of the lotteries are accumulated instead of differences in 

the utilities of options. Finally, in BREUT, the threshold is not arbitrary; instead, it reflects the DM's 

desired level of confidence, which is represented as the probability that the DM picks the option that 

she would choose after unlimited deliberation. 

7. Random Preference Models 

These are fundamentally different from Random Utility Models, first developed by Becker et al. (1963), 

then generalized by Loomes and Sugden (1995). They posit that the randomness comes through the 

parameters of the preference functional. So, for example, when fitting EU with a CRRA utility function, 

the risk-aversion parameter r is assumed to be stochastic with a given mean and variance. The idea 

here is that the DM, on every decision problem, chooses a risk-aversion parameter from some 

distribution and applies it to that decision problem. This implies that dominance is never violated. 

More formally RPM can be articulated as follows: 

         P  such that 0 P S R B B V S V R          (13) 

For each choice task, individual draws parameters of a deterministic model ( )  randomly. Intuitively, 

it views the individual as a collection of multiple selves behaving in accordance with the same core 

theory, yet which self that is deciding for each task is randomly chosen.   
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NOTES 

1 Source of evidence is not limited to economic experiments. Since 1990s, a related concept known as 

"preference uncertainty" has long been discussed in the stated preference literature. To inform policy 

makers, contingent valuation studies collect data from respondents about their willingness-to-pay and 

willingness-to-accept measures for non-market goods such as endangered species and recreational 

areas by presenting them with hypothetical scenarios. These studies assume that individuals can 

articulate their preferences precisely (Hanemann et al, 1996). Yet, empirical evidence suggests that 

this assumption might not be realistic (see for example, Ready et al, 1995; Champ et al, 1997; Alberini 

et al, 2003). 

2 Cohen et al (1987) included a fourth column, which provided subjects the option of stating 

equivalence (indifference) between the two. However, due to misunderstandings detected among 

subjects, subsequent authors combined the imprecision and equivalence columns. 

3 Which some theorists would say is a way to take a decision when preferences are imprecise (see 

Section 4). 

4 Which is manipulable in the sense that the questions that the subject gets depends upon his or her 

previous answers. 

5 Which is also manipulable in the same sense. 

6 An individual’s WTA for a good defined as the minimum amount that an individual is willing to accept 

to give away a good, whereas WTP is the maximum amount that an individual is willing to pay to 

acquire a good. According to neoclassical economic theory, WTP and WTA should be similar if the 

goods in question have close substitutes and the income effects are small, but experimental literature 

has documented that the WTA is higher than the WTP (Hanemann, 1991). The widely-accepted 

explanation in the literature seems to be the “endowment effect” related to the loss aversion notion 

of prospect theory (Thaler, 1980). 

7 Pioneers are Aumann (1962) and Bewley (1986). Unfortunately, the absence of completeness creates 

a problem for representing preferences by standard utility functions. However, some literature has 

developed solutions for this problem. For example, Ok (2002) suggests multi-utility representation 

theorems. Dubra et al (2004) presents an extended version of EUT in which potentially incomplete 

preferences are represented with a set of utility functions which still satisfy the basic axioms of EUT. 

Other related studies are Evren and Ok (2011), Ok et al (2012), Galaabaatar and Karni (2013), Riella 

(2015), Nishimura and Ok (2016). 

8 Note that we have slightly changed the notation, so that curly brackets indicate a choice menu (that 

is, the set of items from which the DM can choose) and round brackets indicate the choice set (that 

is, the set of items which the DM chooses). 
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9 See Riberio and Riella (2017) for a recent refinement of the work by Eliaz and Ok (2006). 

10 One could, as some experimental economists have done, tell the subject that if he or she had several 

items in the choice set (or a range of valuations) then the experimenter would choose from them at 

random, but then this could imply a preference for randomness, rather than preference imprecision. 

11 For other studies which model individual preferences by means of two binary relations see Danan 

(2008), Gilboa et al (2010), Giarlotta and Greco (2013), Nishimura and Ok (2018). 

12 Manzini and Mariotti (2006) presents a model for choice over time based on the same core idea of 

VEUT but the axiomatic structure is separate.  

13 It is a fact that subjects seem to behave inconsistently in repeated trials of the same choice problems 

in the same or different days (Mosteller and Nogee, 1951; Tversky and Russo, 1969; Starmer and 

Sugden, 1989; Camerer, 1989; Hey and Orme 1994; Ballinger and Wilcox, 1997; Loomes and Sugden, 

1998; Hey, 2001; Agranov and Ortoleva, 2017).  

14 Allocation data and data using the Becker-Degroot-Marschak mechanism have also been used. 

15 As we have already noted, not a manifestation of imprecision. 

16 Roots of such works goes back to studies such as Mosteller and Nogee (1951), Becker et al (1963), 

Georgescu-Roegen (1958), Luce (1959), Luce and Suppes (1965) and McFadden (1981).    

17 In a typical preference reversal experiment, subjects are asked to make a choice between two 

lotteries and in another task, they are asked to state their selling prices. The two binary outcome 

gambles in the preference reversals experiments have distinct features: one of them typically called 

the ‘P-bet’ offers a relatively better chance of winning a modest prize, whereas the other bet, the ‘$-

bet’, offers a relatively small chance of winning a larger prize. Moreover, those two bets are 

constructed such that their expected values are close. The results show that a significant proportion 

of subjects choose the P-bet in the choice task but value the $-bet more. However, preferences are 

expected to be independent of the method that we elicit them (see Starmer (2010) for a review). 

Other prominent explanations for the reversals are violations of transitivity (Loomes and Sugden, 

1983; Fishburn, 1985); violations of the independence axiom (Holt, 1986; Karni and Safra, 1987); 

violations of the reduction axiom (Segal, 1988). Tversky et al (1990) finds that the existent three 

explanations for preference reversals can only account for a small portion of the reversals. 

Additionally, there is also a fourth explanation: violations of procedure invariance related to scale 

compatibility. However, Cubitt et al (2004) and Schmidt and Hey (2004) found that it only accounts 

for a part of reversals.  

18 For example, when there are empirical violations of dominance. 

19 RPM does not allow dominance to be violated if it is used with a deterministic model that does not 

allow for such violations. This, however, is a problem from a descriptive perspective since there is 
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experimental evidence suggesting that subjects do violate stochastic dominance (see Birnbaum and 

Navarrete (1998)).  

20 Though they can be extended to be used in allocation problems and complete ranking problems. 


